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Polyadic Opinion Formation: The Adaptive Voter Model on a
Hypergraph

Anastasia Golovin, Jan Mölter, and Christian Kuehn*

The adaptive voter model is widely used to model opinion dynamics in social
complex networks. However, existing adaptive voter models are limited to
only pairwise interactions and fail to capture the intricate social dynamics that
arises in groups. This paper extends the adaptive voter model to hypergraphs
to explore how forces of peer pressure influence collective decision-making.
The model consists of two processes: individuals can either consult the group
and change their opinion or leave the group and join a different one. The
interplay between those two processes gives rise to a two-phase dynamics. In
the initial phase, the topology of the hypergraph quickly reaches a new stable
state. In the subsequent phase, opinion dynamics plays out on the new
topology depending on the mechanism by which opinions spread. If the group
always follows the majority, the network rapidly converges to fragmented
communities. In contrast, if individuals choose an opinion proportionally to
its representation in the group, the system remains in a metastable state for
an extended period of time. The results are supported both by stochastic
simulations and an analytical mean-field description in terms of hypergraph
moments with a moment closure at the pair level.

A. Golovin, J. Mölter, C. Kuehn
Department of Mathematics
School of Computation
Information and Technology
Technical University of Munich
Boltzmannstraße 3, 85748 Garching bei München, Germany
E-mail: ckuehn@ma.tum.de
A.Golovin
Max-Planck-Institute forDynamics andSelf-Organization
AmFaßberg 17, 37077Göttingen,Germany
C. Kuehn
MunichData Science Institute
TechnicalUniversity ofMunich
Walther-von-Dyck-Straße 10, 85748GarchingbeiMünchen,Germany
C. Kuehn
Complexity ScienceHubVienna
Josefstädter Straße 39, Vienna 1080, Austria

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/andp.202300342

© 2024 The Authors. Annalen der Physik published by Wiley-VCH
GmbH. This is an open access article under the terms of the Creative
Commons Attribution License, which permits use, distribution and
reproduction in any medium, provided the original work is properly cited.

DOI: 10.1002/andp.202300342

1. Introduction

Opinions of individuals in a society are
not formed in isolation but are rather
shaped through communication and in-
teraction with others. Such interactions
happen not only in personal face-to-face
conversations but also in larger groups,
where forces of conformity and peer
pressure may affect the outcome of a
discussion.[1–4] Consequently, models of
opinion dynamics must take group inter-
actions into account.
A classical model to study opinion

and consensus formation is the voter
model.[5–7] Individuals in this model are
represented as vertices in a network and
are assigned one of two opposing opin-
ions. The individuals change their opin-
ions at random times sampled from a
Poisson process by copying the opinion
of one of their neighbors. By this process,
the system evolves until it either reaches
consensus (all individuals hold the same

opinion) or a state in which both opinions coexist. One of the key
findings in thismodel is that the topology of the network strongly
influences whether consensus can be achieved or not.[6,8–10]

Realistically, the social network utilized within a voter model
is not static; instead, individuals may seek to surround them-
selves with like-minded people.[11] To include this effect, the
voter model was extended with an adaptive component leading
to the adaptive voter model.[12–15] Compared to the classical voter
model, two kinds of interactions are possible in the adaptive vari-
ant: With probability 1 − p, an individual copies the opinion of
a neighbor, with probability p, they break up the connection and
connect with a different individual. This interplay between opin-
ion propagation and network adaptation gives rise to a new phase
transition at a critical value p = pc.

[12,16,17] If opinion propagation
dominates (p < pc), the network remains in a metastable state
with a non-vanishing density of connections between individu-
als with different opinions. In contrast, if adaptation dominates
(p > pc), the network fragments into disconnected communities,
in each of which consensus is reached. As such, the phase tran-
sition between these two states is called the fragmentation tran-
sition.
It was shown that the mechanism behind the phase transition

can be understood by plotting the evolution of the stochastic
system in the (𝔪, 𝜌) coordinates, where 𝔪 is the magnetization
of the system defined as the difference between the density of
both opinions, and 𝜌 is the density of edges between vertices
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Figure 1. A sketch of the phase space of the adaptive voter model before
(panel A) and after (panel B) the fragmenting phase transition. The orange
line shows a typical stochastic trajectory.

with different opinions, the so-called active edges.[16,17] For
p < pc, this plot reveals a parabola-shaped curve. Analytical
mean-field calculations show that the parabola corresponds to
a slow manifold of critical points with one attractive and one
degenerate direction (cf. Figure 1).[16] Once the system reaches
a point on the parabola, it stays in this metastable state for a
long time. On finite networks, stochastic fluctuations eventually
bring the system to one of the absorbing states at the roots of
the parabola, so the parabola can also be interpreted as a slow
manifold. If the adaptation probability p is increased, the height
of the parabola decreases and reaches zero at the critical point
pc. For p > pc, the system rapidly depletes all active edges and
converges to a fragmented network in which individuals with
different opinions do not interact with each other.
Although the adaptive voter model is more realistic compared

to the classical non-adaptive variant, it neglects the impact of
group interactions on the opinion formation. In recent years,
there has been an increasing amount of research on interac-
tions of higher order in networks, i.e., interactions which in-
volve multiple vertices.[18,19] Such models generally use either
simplicial complexes[20] or hypergraphs[21] as a generalization
of networks.[18] The interactions of higher order give rise to
new interesting phenomena. For example, in models of epi-
demic or rumor spreading[22] and for coupled oscillators on
simplicial complexes,[23] it was observed that the higher-order
interactions lead to a discontinuous phase transition.[24] The
continuous-to-discontinuous change of the oscillator phase tran-
sition has recently been proven mathematically for hypergraph
mean-fields.[25]

With regard to opinion formation, one of the earliest works
considered the adaptive voter model on low-dimensional simpli-
cial complexes.[26] The authors showed that group interactions
accelerate the convergence of the system to an absorbing state.
This observation has been confirmed in a recent work that ex-
tended the adaptive voter model to hypergraphs.[27]

In this work, we continue the exploration of the adaptive voter
model on hypergraphs.We consider four evolution dynamics that
are composed of two different adaptations, as well as two differ-
ent propagation rules. We derive a corresponding mean-field de-
scription in terms of hypergraph moments that extends previous

works and shows overall good agreement with extensive simula-
tions of the stochastic particle model.
Moreover, we find that if the individuals do not always follow

the majority opinion but instead choose a new opinion pro-
portionally to its representation in the group, the system no
longer converges as rapidly to an absorbing state as reported
before,[26,27] but instead remains in a metastable state. This
allows us to investigate the interplay between the propagation
of opinions and adaptive rewiring. Specifically, we show that the
topology of the hypergraph is first shaped on a fast timescale;
after that, the system evolves slowly until it eventually reaches an
absorbing state. In addition, we also report the occurrence of a
fragmentation transition as in earlier works, yet with the critical
point shifted. Finally, these findings, the rapid convergence of
the hypergraph to a stable topology, the slow diffusion of states,
and the phase transition, are also qualitatively reproduced and
observed in the mean-field.

2. Results

2.1. The Adaptive Voter Model on a Hypergraph

The classical adaptive voter model considers a graph in which ev-
ery vertex is assigned one of two possible opinions, A or B.[12,15,28]

In the link-update variant of the model, the dynamics is initiated
by active edges, i.e., edges that connect vertices with different
opinions, rather than the vertices themselves.[28] Specifically, ac-
tive edges trigger interactions subject to a Poisson process at a
constant rate that can be rescaled to one. When an interaction
occurs, a vertex chosen uniformly at random either breaks the
edge and rewires it to a different vertex with probability p (“adap-
tation”), or copies its neighbor’s opinion with probability 1 − p
(“propagation”).
The hypergraphmodel follows the same general idea. We start

with a random hypergraph withN vertices and a fixed number of
hyperedges of every cardinality,M = (M2,M3,… ,MK ), up to the
maximum cardinalityK. Hyperedges that contain only one vertex
are forbidden to ensure that the hypergraph reduces to a graph
for K = 2. Similarly to the graph model, interactions occur in ac-
tive hyperedges, i.e., hyperedges that contain vertices of different
opinions, subject to a Poisson process. Each interaction can be ei-
ther an adaptation event with probability p or a propagation event
with probability 1 − p. For both events, we will consider two vari-
ants of the update rules summarized in Figure 2.

2.1.1. Adaptation

During an adaptation event, a vertex selected uniformly at ran-
dom among the ones of the hyperedge leaves it and joins a vertex
or an existing hyperedge of cardinality less than K. This target
vertex or hyperedge is chosen uniformly at random from the set
of all admissible vertices and hyperedges. If the source hyperedge
contained only two vertices, it is destroyed by this operation, oth-
erwise, it continues to exist as a smaller hyperedge. Similarly, if
the free vertex joins another vertex, a new hyperedge of cardinal-
ity two is created, but if it joins an existing hyperedge, this hy-
peredge increases in size. Note that for general N andM and for
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Figure 2. Four variants of update rules for an example active hyperedge
with one A-vertex (white) and two B-vertices (black). During an adapta-
tion event, a random vertex leaves the hyperedge, in this case, the A-vertex.
Under the rewire-to-same rule, it can join only other A-vertices or hyper-
edges that consist only of A-vertices; under the rewire-to-random rule, it
can join any vertex or hyperedge. During a propagation event, all vertices
in the hyperedge switch to the same opinion. Under majority voting, the
majority opinion B is always chosen, under proportional voting, opinion A
is chosen with probability 1∕3 and opinion B with probability 2∕3.

K > 2, this rewiring process does not conserve the total number
of hyperedges or the number of hyperedges of a particular cardi-
nality.
In models on graphs, one distinguishes between two variants

of adaptation dynamics known as the rewire-to-same and rewire-
to-random rules.[29,30] The rewire-to-same rule only allows a ver-
tex to join a vertex with the same opinion, while the rewire-to-
random rule lets a vertex join any other vertex regardless of its
opinion. To generalize those rules to hypergraphs, wewill require
that under the rewire-to-same rule, all vertices in the target hyper-
edge have to share the same opinion as the joining vertex. On the
other hand, the generalized rewire-to-random rule does not place
any restrictions on the target vertex or hyperedge.

2.1.2. Propagation

When a propagation event occurs, all vertices in the hyperedge
switch to the same opinion. Two options here are to choose either
the opinion of an arbitrary vertex, selected uniformly at random,
or the opinion of the majority. We refer to these as the propor-
tional voting and majority voting variants. While in the latter, the
majority’s opinion is always propagated (in case of a tie, an opin-
ion is chosen randomly), in the former, either opinion is propa-
gated with a probability proportional to its prevalence in the hy-
peredge.

Figure 3. Examples of hyperedge patterns. A-vertices are white, B-vertices
are black. A) Pattern A2

{5,9}
B matches any hyperedge consisting of two A-

vertices with indices five and nine and any B-vertex. B) Pattern B2(A)AB2

matches any two hyperedges, one with one A-vertex and two B-vertices and
the other with two A-vertices and two B-vertices, which share an A-vertex.

2.2. Derivation of a Mean-Field Description

2.2.1. Notation

In the following, we derive a mean-field description in terms of
certain hypergraph motifs similar to the models on graphs;[31–34]

see also[35,36] for the use of motifs in higher-order interaction
models of epidemics and game theory. In our context, we let [Ξ]
denote the expected number of hyperedges matching the pattern
Ξ in the hypergraph. Similarly, we let [Ξ1(Ξ1∩2)Ξ2] denote the ex-
pected number of two intersecting hyperedges for which the ver-
tices in the first hyperedge that do not intersect with the second
hyperedge match the pattern Ξ1, the vertices in which the first
and second hyperedge intersect match the pattern Ξ1∩2, and the
vertices in the second hyperedge that do not intersect with the
first hyperedge match Ξ2. Finally, we let {Ξ} denote the set of all
hyperedges matching the pattern Ξ.
In this context, a pattern will be a sequence of labels de-

scribing a certain composition of states. The pattern matching
a set of aA-vertices and bB-vertices is written as A⋯A

⏟⏟⏟
a times

B⋯B
⏟⏟⏟
b times

,

where the order does not matter, or AaBb for short. Occasion-
ally, we need to describe the compositions of states around spe-
cific vertices. For that, we will use subscripts to refer to these
vertices’ indices. This way, the pattern Ai1

⋯Aia′
AaBj1

⋯Bjb′
Bb

or A{i1 ,…ia′ }
AaB{j1 ,…jb′ }

Bb for short describes the set of a + a′A-
vertices including vertices i1,… ia′ and b + b′B-vertices including
vertices j1,… jb′ (cf. Figure 3).
Together, this provides the required flexibility to generalize

the notation used elsewhere to denote graph motifs to the hy-
pergraph setting.[16,28] In particular, the notation of moments
of order zero (a single vertex) and one (a single hyperedge) re-
mains the same, while a moment of order two that corresponds
to a triple such as [XX′X′′] for X,X′,X′′ ∈ {A,B} is denoted as
[X(X′)X′′] here.
Finally, as events can only be initiated by active hyperedges, we

frequently need to iterate over the set of all active hyperedges. For
that, we let

Q̄K := {(m, n) ∈ ℕ2 ∣ 0 < m, n and m + n ≤ K} (1)

denote the set of all possible compositions of hyperedges such
that AmBn is active.
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Figure 4. All possible changes in [AaBb] caused by an A-vertex leaving the hyperedge h ∈ {AmBn}. The corresponding diagram for a B-vertex leaving can
be obtained analogously.

2.2.2. General Structure of Equations

The mean-field equations take the general form[37]

d
dt
[AaBb] =

∑
h∈{AmBn}
(m,n)∈Q̄K

Δ[AaBb](h) (2)

for all 1 ≤ a + b ≤ K. Here, the sum runs over all active hyper-
edges, and Δ[AaBb](h) denotes the change in the expected num-
ber of AaBb motifs due to any interactions initiated by the active
hyperedge h.
By the law of total expectation, we have that

Δ[AaBb](h) = pΔ[AaBb](h,adapt.) + (1 − p)Δ[AaBb](h,prop.) (3)

where, analogously to what we had before, Δ[AaBb](h,adapt.) and
Δ[AaBb](h,prop.) denote the change in the expected number of AaBb

motifs due to a single adaptation and propagation event, respec-
tively, initiated by an active hyperedge h. After inserting this into
Equation (2) and carrying out the sum, we obtain the final form
of the mean-field equations

d
dt
[AaBb] = pΔ[AaBb](adapt.) + (1 − p)Δ[AaBb](prop.) (4)

where
∑

h Δ[AaBb](h,adapt.) =: Δ[AaBb](adapt.) is the expected change
due to all adaptation events in all active hyperedges and∑

h Δ[AaBb](h,prop.) =: Δ[AaBb](prop.) is the expected change due to
all propagation events. The next two sections are fully dedicated
to computing those two terms.

2.2.3. Adaptation Contribution

Since only the topology of the network changes under adapta-
tion, the expected number of A- and B-vertices remains constant.
Hence,

Δ[A](adapt.) = 0

Δ[B](adapt.) = 0.
(5)

Therefore, we only need to consider the hyperedgemotifs AaBb

with 2 ≤ a + b ≤ K. To begin, assume that an adaptation event

takes place in an active hyperedge h ∈ {AmBn} (1 ≤ m, n). We
want to compute the expected change in [AaBb] caused by this
event. An AaBb hyperedge can be created or destroyed in two
ways: first, when a vertex leaves a hyperedge, second, when it
joins a new hyperedge or a different vertex. The possible transi-
tions together with the corresponding changes are summarized
in Figure 4.
Assume first that the vertex leaving h is in state A. If m = a

and n = b, in other words, if h already has the form AaBb, the
number of AaBb hyperedges decreases by one. On the other hand,
if m = a + 1 and n = b, an AaBb hyperedge is created.
Next, the free A-vertex joins either a different vertex or a dif-

ferent hyperedge. Let 𝜋X(a, b) denote the probability that a free
X-vertex connects with a hyperedge AaBb (or a vertex if (a, b) ∈
{(1, 0), (0, 1)}). In particular, we have that

• under the rewire-to-random rule,

𝜋X(a, b) ∝

{
[AaBb] if 1 ≤ a + b < Kand 0 ≤ a, b
0 otherwise

(6)

• under the rewire-to-same rule,

𝜋A(a, b) ∝

{
[Aa] if 1 ≤ a < K and b = 0
0 otherwise

𝜋B(a, b) ∝

{
[Bb] if a = 0 and 1 ≤ b < K
0 otherwise

(7)

Therefore, an AaBb hyperedge is created with probability
𝜋A(a − 1, b) when a free A-vertex joins an Aa−1Bb hyperedge, and
it is destroyed with probability 𝜋A(a, b) when a free A-vertex joins
an AaBb hyperedge.
In total, we obtain that the total expected change in [AaBb] given

that an A-vertex is leaving a hyperedge AmBn and joining another
hyperedge is given as

−𝛿m,a𝛿n,b + 𝛿m,a+1𝛿n,b + 𝜋A(a − 1, b) − 𝜋A(a, b) (8)
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Hence, taking into account also the converse option when a B-
vertex is leaving the hyperegde, we obtain that

Δ[AaBb](h,adapt.) =
m

m + n

(
−𝛿m,a𝛿n,b + 𝛿m,a+1𝛿n,b + 𝜋A(a − 1, b) − 𝜋A(a, b)

)
+ n
m + n

(
−𝛿m,a𝛿n,b + 𝛿m,a𝛿n,b+1 + 𝜋B(a, b − 1) − 𝜋B(a, b)

)
= −𝛿m,a𝛿n,b +

m
m + n

(
𝛿m,a+1𝛿n,b + 𝜋A(a − 1, b) − 𝜋A(a, b)

)
+ n
m + n

(
𝛿m,a𝛿n,b+1 + 𝜋B(a, b − 1) − 𝜋B(a, b)

)
(9)

Finally, summing this over all active hyperedges (cf. Equation (4))
we obtain for change in the expected number of AaBb hyperedges
for 2 ≤ a + b ≤ K due to adaptation

Δ[AaBb](adapt.) =
∑

h∈{AmBn}
(m,n)∈Q̄K

Δ[AaBb](AmBn,adapt.)

= a + 1
a + b + 1

[Aa+1Bb]Q̄K (a + 1, b) + b + 1
a + b + 1

[AaBb+1]Q̄K (a, b + 1) − [AaBb]Q̄K (a, b)

+
∑

(m,n)∈Q̄K

[AmBn]
( m
m + n

(𝜋A(a − 1, b) − 𝜋A(a, b)) +
n

m + n
(𝜋B(a, b − 1) − 𝜋B(a, b))

)
,

(10)

where we used that
∑

(m,n)∈Q̄K 𝛿m,a𝛿n,b =Q̄K (a, b)

2.2.4. Propagation Contribution

For X ∈ {A,B} let 𝜂X(m, n) denote the probability that an X-vertex
propagates its opinion in an active hyperedge AmBn. In particu-
lar,

• under proportional voting, 𝜂A(m, n) =
m

m+n
and 𝜂B(m, n) =

n
m+n

and
• under majority voting, 𝜂A(m, n) = Θ(m − n) and 𝜂B(m, n) =

Θ(n −m), whereΘ is the Heaviside step function with the con-
vention that Θ(0) := 1

2
.

Note that under both rules, 𝜂X ≡
1
2
on the diagonal, i.e., when

m = n.
As before, we will assume that a propagation event takes place

in an active hyperedge h ∈ {AmBn} (1 ≤ m, n). In contrast to the
previous section, now we also need to consider the change to the
overall number of A- and B-vertices. If an A-vertex propagates
its opinion in h, the number of A-vertices increases by n, and
the number of B-vertices consequently decreases by the same
amount. Taking into account also the converse option when a B-

vertex propagates its opinion, the overall expected change is given
as

Δ[A](prop.) =
∑

(m,n)∈Q̄K

[AmBn](n 𝜂A(m, n) −m 𝜂B(m, n))

Δ[B](prop.) =
∑

(m,n)∈Q̄K

[AmBn](m 𝜂B(m, n) − n 𝜂A(m, n))
(11)

Next, we need to compute the change to the expected number
of AaBb hyperedges with 2 ≤ a + b ≤ K. Consider the case when
an A-vertex propagates its opinion. If the active hyperedge h al-
ready had the form AaBb, i.e., if a = m and b = n, the number of
AaBb hyperedges decreases by one with certainty. On the other
hand, if a = n +m and b = 0, in other words, if the AaBb hyper-
edge was inactive and had the same number of vertices as h, an
AaBb hyperedge is created. The left part of Figure 5 illustrates
those transitions.

In addition to those first-order terms, a propagation event in
h can change the number of AaBb hyperedges through second-
order effects, as illustrated in the right part of Figure 5. For ex-
ample, consider two hyperedges, h ∈ {AB} and h′ ∈ {AB2}, and
assume that they intersect in a B-vertex to form a motif A(B)AB.
If the A-opinion propagates in the left hyperedge h, the motif is
transformed as A(B)AB → A(A)AB. This way, the right hyperedge
h′ is converted toA2B even though this hyperedgewas not directly
targeted by the propagation event.
In general, such second-order effects occur whenever two hy-

peredges intersect in at least one vertex whose state is changed
by the propagation effect. In other words, whenever an A-opinion
propagates in h, all hyperedges that intersect with h in at least
one B-vertex are affected too, and vice versa. On hypergraphs,
the situation is additionally complicated by the fact that hyper-
edges can intersect not just in one, but in several vertices, and
several of those can change their state. Therefore, to account
for all possible ways to create or destroy an AaBb hyperedge,
we need to sum over all possible intersection sets with other
hyperedges.
To formalize this, let 𝛼 and 𝛽 denote the sets of indices of the A-

and B-vertices in h, respectively, and let 𝛼′ ⊆ 𝛼 and 𝛽′ ⊆ 𝛽 denote
the indices of the vertices that lie in the intersection. This way,
if an A-opinion propagates in h, a total of |𝛽′|B-vertices in the
incident hyperedge are converted intoA-vertices. Therefore, if the
incident hyperedge had the form Aa−|𝛽′|Bb+|𝛽′|, it is converted to
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Figure 5. All possible changes in [AaBb] caused by the A-opinion propagating in the hyperedge h ∈ {AmBn}. The corresponding diagram for a B-vertex
leaving can be obtained analogously.

AaBb by the event. The total number of hyperedges that intersect
with h and have the required form can be expressed as

[Aa−|𝛼′|−|𝛽′|Bb(A|𝛼′|
𝛼′
B|𝛽′|
𝛽′
)Am−|𝛼′|

𝛼⧵𝛼′ Bn−|𝛽′|
𝛽⧵𝛽′ ] (12)

On the other hand, if the incident hyperedge already had the form
AaBb, it is destroyed by the event. Together with the first-order
terms, the total change induced by a propagation of the A-opinion
in h is equal to

− 𝛿m,a𝛿n,b(1 − 𝛿b,0) + 𝛿m+n,a𝛿b,0

+
∑

𝛼′⊆𝛼,∅≠𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |+|𝛽′ |≤a
[Aa−|𝛼′|−|𝛽′|Bb(A|𝛼′|

𝛼′
B|𝛽′|
𝛽′
)Am−|𝛼′|

𝛼⧵𝛼′ Bn−|𝛽′|
𝛽⧵𝛽′ ] −

∑
𝛼′⊆𝛼,∅≠𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |≤a,|𝛽′ |≤b

[Aa−|𝛼′|Bb−|𝛽′|(A|𝛼′|
𝛼′
B|𝛽′|
𝛽′
)Am−|𝛼′|

𝛼⧵𝛼′ Bn−|𝛽′|
𝛽⧵𝛽′ ]. (13)

Here, the conditions in the sums prevent against non-physical
edge cases. First, we need to ensure that 𝛽′ is not an empty set,

because if the intersection set does not contain any B vertices,
then not a single vertex in the incident hyperedge will change.
Next, we need to exclude an exact overlap between the two hy-
peredges since we do not allow multi-edges. Hence, we require|𝛼′| + |𝛽′| < max(a + b,m + n). Finally, the condition in the third
line of the sum ensures that the number of vertices does not be-
come negative.
Taking again into account also the converse option that a B-

vertex propagates its opinion, we obtain that

Δ[AaBb](h, prop.) = − 𝛿m,a𝛿n,b(1 − 𝛿b,0) + 𝛿m+n,a𝛿b,0

+ 𝜂A(m, n)

⎛⎜⎜⎜⎜⎝
∑

𝛼′⊆𝛼,∅≠𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |+|𝛽′ |≤a
[Aa−|𝛼′|−|𝛽′|Bb(A|𝛼′|

𝛼′
B|𝛽′|
𝛽′
)Am−|𝛼′|

𝛼⧵𝛼′ Bn−|𝛽′|
𝛽⧵𝛽′ ]

−
∑

𝛼′⊆𝛼,∅≠𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |≤a,|𝛽′ |≤b
[Aa−|𝛼′|Bb−|𝛽′|(A|𝛼′|

𝛼′
B|𝛽′|
𝛽′
)Am−|𝛼′|

𝛼⧵𝛼′ Bn−|𝛽′|
𝛽⧵𝛽′ ]

⎞⎟⎟⎟⎟⎠
+ 𝜂B(m, n)

⎛⎜⎜⎜⎜⎝
∑

∅≠𝛼′⊆𝛼,𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |+|𝛽′ |≤b
[AaBb−|𝛼′|−|𝛽′|(A|𝛼′|

𝛼′
B|𝛽′|
𝛽′
)A|𝛼⧵𝛼′|

𝛼⧵𝛼′ B
|𝛽⧵𝛽′|
𝛽⧵𝛽′ ]

−
∑

∅≠𝛼′⊆𝛼,𝛽′⊆𝛽|𝛼′ |+|𝛽′ |<max(a+b,m+n)|𝛼′ |≤a,|𝛽′ |≤b
[Aa−|𝛼′|Bb−|𝛽′|(A|𝛼′|

𝛼′
B|𝛽′|
𝛽′
)A|𝛼⧵𝛼′|

𝛼⧵𝛼′ B
|𝛽⧵𝛽′|
𝛽⧵𝛽′ ]

⎞⎟⎟⎟⎟⎠

(14)
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Summing this again over all active hyperedges (cf. Equa-
tion (4)), we obtain for change in the expected number of AaBb

hyperedges for 2 ≤ a + b ≤ K due to propagation,

Δ[AaBb](prop.) =
∑

h∈{AmBn}
(m,n)∈Q̄K

Δ[AaBb](h, prop.)

= − [AaBb]Q̄K (a, b) +
∑

1≤𝜇≤a−1
𝜂A(a − 𝜇,𝜇)[Aa−𝜇B𝜇]𝛿b,0 +

∑
1≤𝜈≤b−1

𝜂B(𝜈, b − 𝜈)[A𝜈Bb−𝜈 ]𝛿a,0

+
∑

(m,n)∈Q̄K

𝜂A(m, n)

⎛⎜⎜⎜⎝
∑

0≤𝜇≤m,1≤𝜈≤n
𝜇+𝜈<max(m+n,a+b)

𝜇+𝜈≤a

(1 + 𝛿m,a−𝜈𝛿n−𝜈,b)[A
a−𝜇−𝜈Bb(A𝜇B𝜈)Am−𝜇Bn−𝜈 ]

−
∑

0≤𝜇≤m,1≤𝜈≤n
𝜇+𝜈<max(m+n,a+b)

𝜇≤a,𝜈≤b

(1 + 𝛿m,a𝛿n,b)[A
a−𝜇Bb−𝜈(A𝜇B𝜈)Am−𝜇Bn−𝜈 ]

⎞⎟⎟⎟⎠
+

∑
(m,n)∈Q̄K

𝜂B(m, n)

⎛⎜⎜⎜⎜⎝
∑

1≤𝜇≤m,0≤𝜈≤n
𝜇+𝜈<max(m+n,a+b)

𝜇+𝜈≤b

(1 + 𝛿m−𝜇,a𝛿n,b−𝜇)[A
aBb−𝜇−𝜈(A𝜇B𝜈)Am−𝜇Bn−𝜈 ]

−
∑

1≤𝜇≤m,0≤𝜈≤n
𝜇+𝜈<max(m+n,a+b)

𝜇≤a,𝜈≤b

(1 + 𝛿m,a𝛿n,b)[A
a−𝜇Bb−𝜈(A𝜇B𝜈)Am−𝜇Bn−𝜈 ]

⎞⎟⎟⎟⎟⎠
,

(15)

where combinatorial coefficients like 1 + 𝛿m,a−𝜈𝛿n,b+𝜈 account for
the double-counting of symmetric motifs.

2.2.5. The Complete Equations

This completes the derivation of the mean-field description.
The final equations can be obtained by inserting the adaptation
and propagation terms from Equations (10) and (15) into Equa-
tion (4). We include those for convenience in the Appendix.
Reduction to the Special Case of a Graph: The special case of a

graph can be obtained by setting K = 2. In this case, the index set
of active hyperedges is simply equal to Q̄2 = {(1, 1)}. The joining
probabilities 𝜋A and 𝜋B reduce to

•

𝜋A(1, 0) = 𝜋B(1, 0) =
[A]
N

(16)

𝜋A(0, 1) = 𝜋B(0, 1) =
[B]
N

(17)

under the rewire-to-random rule and
•

𝜋A(1, 0) = 𝜋B(0, 1) = 1 (18)

𝜋A(0, 1) = 𝜋B(1, 0) = 0 (19)

under the rewire-to-same rule.

Ann. Phys. (Berlin) 2024, 2300342 2300342 (7 of 15) © 2024 The Authors. Annalen der Physik published by Wiley-VCH GmbH
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Altogether, we obtain for the graph model

d
dt
[A] = 0

d
dt
[B] = 0

d
dt
[AA] =

1 − p(1 − 𝜋A(1, 0))
2

[AB]

+
1 − p
2

(
2[A(B)A] − [A(A)B]

)
d
dt
[AB] = −

(
1 −

p(𝜋A(0, 1) + 𝜋B(1, 0))
2

)
[AB]

+
1 − p
2

(
[B(B)A] − 2[A(B)A]

+[A(A)B] − 2[B(A)B]
)

d
dt
[BB] =

1 − p(1 − 𝜋B(0, 1))
2

[AB]

+
1 − p
2

(
2[B(A)B] − [B(B)A]

)

(20)

The fact that these equations do not explicitly depend on 𝜂A
and 𝜂B anymore shows that the majority and proportional voting
rules are equivalent on graphs. Importantly, one confirms that
these equations are the same as the ones that have been derived
elsewhere.[28,29]

2.2.6. Moment-Closure Approximation

Themean-field equations we have derived above are only the first
in a hierarchy of equations for ever larger network moments. In
order to obtain a closed system that is amenable to further anal-
ysis and can also be solved numerically, one generally utilizes
moment-closure relations with which higher-order moments are
expressed through lower-order ones.[33,38,39]

For the mean-field equations here, we propose

[Aa−𝜇Bb−𝜈(A𝜇B𝜈)Am−𝜇Bn−𝜈 ]

≈

(a
𝜇

)(b
𝜈

)(m
𝜇

)(n
𝜈

)
(1 + 𝛿a,m𝛿b,n)

[AaBb][AmBn]([A]
𝜇

)([B]
𝜈

) (21)

as closure relation, which is a generalization of the known pair-
approximation on graphs.[28,37,40]

The closure can be obtained by the following arguments. We
want to estimate the number of AaBb and AmBn hyperedges that
intersect exactly in 𝜇A-vertices and 𝜈B-vertices. Start counting
from the left AaBb hyperedge. The number of such hyperedges
is equal to [AaBb]. Furthermore, there are

(a
𝜇

)(b
𝜈

)
ways to choose

the set of intersection vertices from each AaBb hyperedge. Fix one
of those sets. Let ⟨qA𝜇B𝜈 ⟩ denote the average number of additional
hyperedges incident on this set of vertices, similarly to the mean

excess degree ⟨q⟩ on graphs. To obtain the closure, we need to
estimate howmany of those additional incident hyperedges have
the form AmBn.
At this point, we need to make an assumption typical for

pair-approximation closures that hyperedges of all types are dis-
tributed uniformly in the network. In other words, we will as-
sume that a neighboring hyperedge has the same probability to
be of a certain type as a random hyperedge incident on a set of
random 𝜇A-vertices and 𝜈B-vertices chosen uniformly at random
from the whole hypergraph. Intuitively, by making this approxi-
mation, we discard the information that we chose the set of in-
tersection vertices because they all belong to the same hyperedge
AaBb. Denote the average number of hyperedges incident on a
set of randomly chosen 𝜇A-vertices and 𝜈B-vertices with ⟨kA𝜇B𝜈 ⟩.
This quantity generalizes the mean degree ⟨k⟩ on graphs. We
want to calculate the probability that a random hyperedge inci-
dent on the set of vertices has the form AmBn. The total num-
ber of ways to choose a set of vertices from the hypergraph and
one hyperedge incident on the set is equal to

([A]
𝜇

)([B]
𝜈

)⟨kA𝜇B𝜈 ⟩. Of
those,

(m
𝜇

)(n
𝜈

)
[AmBn] hyperedges have the required form AmBn.

After collecting all factors, we obtain

(a
𝜇

)(b
𝜈

)(m
𝜇

)(n
𝜈

)
1 + 𝛿a,m𝛿b,n

[AaBb][AmBn]⟨qA𝜇B𝜈 ⟩([A]
𝜇

)([B]
𝜈

)⟨kA𝜇B𝜈 ⟩ (22)

where the term 1 + 𝛿a,m𝛿b,n is needed to account for double-
counting of symmetric motifs.
In adaptive models on graphs, the approximation ⟨q⟩ ≈ ⟨k⟩

gives good empirical results and is exact on non-adaptive Erdős-
Rényi graphs.[16,17,41] In the same spirit, we will approximate⟨qA𝜇B𝜈 ⟩ ≈ ⟨kA𝜇B𝜈 ⟩ to obtain the final closure in Equation (21).
2.2.7. Evolution of the Magnetization

An important observable of the dynamics is the magnetization of
the system, i.e., the difference between the density of opinions,
defined as

𝔪 := 1
N
([A] − [B]) (23)

such that the magnetization is positive if opinion A dominates
and negative if opinion B dominates.
For its dynamics, we have that (cf. Equation (4))

d
dt
𝔪 =

1 − p
N

(Δ[A](prop.) − Δ[B](prop.))

=
2(1 − p)

N

∑
(m,n)∈Q̄K

[AmBn](n 𝜂A(m, n) −m 𝜂B(m, n))
(24)

Under proportional voting, when 𝜂A(m, n) =
m

m+n
and

𝜂B(m, n) =
n

m+n
, both terms in the sum cancel each other

out so that the magnetization is conserved. However, this is not
the case in general and specifically under majority voting, when

Ann. Phys. (Berlin) 2024, 2300342 2300342 (8 of 15) © 2024 The Authors. Annalen der Physik published by Wiley-VCH GmbH
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Figure 6. Total number of hyperedges of every size for all four combinations of rules. Area plots: simulated results from 12 realizations, dashed lines:
analytical results. The distribution of hyperedges quickly reaches a stable state that is remarkably stable against stochastic fluctuations. Under the
majority voting rule, the simulation depletes all active hyperedges at t ≈ 30 for the rewire-to-same rule and at t ≈ 50 for rewire-to-random. Parameters:
N = 10 000,M(0) = (12 000, 5000, 250), p = 0.5, ⟨𝔪0⟩ = 0.5.

𝜂A(m, n) = Θ(m − n) and 𝜂B(m, n) = Θ(n −m). In this case, we
obtain that

d
dt
𝔪 =

2(1 − p)
N

∑
(m,n)∈Q̄K

m>n

n([AmBn] − [AnBm]) (25)

If the magnetization is equal to zero, then A- and B-vertices
should behave identically since all update rules are symmetric
with respect to the inversion of all states. In particular, the num-
ber of hyperedges of each kind should not change with the in-
version of all states in expectation, [AmBn] = [AnBm]. If we per-
turb the magnetization in the direction of A away from zero, one
should expect that this equilibrium shifts in favor of hyperedges
containing more A-vertices than B-vertices, i.e., [AmBn] > [AnBm]
ifm > n. Therefore, the whole right-hand side in Equation (25) is
positive and thus d

dt
𝔪 > 0. Similarly, if we perturb the magneti-

zation in the direction of B, one would observe the opposite and
thus d

dt
𝔪 < 0. Therefore, zero magnetization is unstable under

majority voting.

2.3. Numerical Investigations

In the following section, we will further our investigations into
the dynamics of the adaptive voter model on a hypergraph by
comparing simulations (see Appendix for implementation de-
tails) to a numerical integration of the analytical mean-field de-
scription.
Unless mentioned otherwise, all analyses are performed on a

hypergraph with N = 10 000 vertices and the maximum size of
hyperedges fixed at K = 4. The initial distribution of hyperedges

is set toM(0) = (M2,M3,M4) = (12 000, 5000, 250). Here, we fol-
low the assumption made in ref. [27] that groups of greater size
are less frequent because they are more costly for the individuals
to form and maintain. Additionally, from a practical perspective,
large hyperedges are computationally expensive to simulate. The
exact numbers are chosen in such a way as to give an average de-
gree of ⟨k⟩ = 1

N

∑K
i=2Mi ⋅ i = 4, which is a common choice in the

literature on graphs.[17,29,42]

Since the rules do not conserve the number of hyperedges,
it is interesting to first check how M changes over time.
Figure 6 shows the evolution of the total number of hyper-
edges of every size for all four combinations of rules: major-
ity voting or proportional voting and rewire-to-same or rewire-
to-random. All four cases start from an initial magnetization⟨𝔪0⟩ = 0.5 that favors the A-opinion. The rewiring probability is
set to p = 0.5.
In all four cases, the distribution of hyperedges quickly con-

verges to a stable state. This distribution is very stable against
random fluctuations: Figure 6 shows trajectories from 12 dif-
ferent realizations, but the deviations between them are minor.
The most noticeable difference between the four plots is that the
simulation results end abruptly in both majority voting panels at
t < 60 but not in proportional voting panels. The simulation ter-
minated early in the case of majority voting because the system
depleted all active links and converged to an absorbing state. On
the other hand, under proportional voting, the simulation con-
tinues to run for a long time with the distribution of hyperedges
remaining constant.
The analytical solution matches well the behavior of the simu-

lation, with the largest deviation observed in the case of propor-
tional voting and rewire-to-same rule.

Ann. Phys. (Berlin) 2024, 2300342 2300342 (9 of 15) © 2024 The Authors. Annalen der Physik published by Wiley-VCH GmbH
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Figure 7. Analytical solution for the evolution of every moment compared to simulated trajectories. Motifs of the same size are displayed in the same
row. Note that the scale of the y-axis changes between rows. Area plots: simulated results from 12 realizations, dashed lines: analytical results. Under
proportional voting, the number of individual motifs exhibits much higher variance than the total number of hyperedges; under majority voting, the
variance remains low. Parameters: N = 10 000,M(0) = (12 000, 5000, 250), p = 0.5, ⟨𝔪0⟩ = 0.5.

On a finer level, the number of hyperedges of a particular size
can be split into the number of individual motifs of this size.
Figure 7 shows the time evolution of the motifs from the same
simulation as in Figure 6 and the corresponding analytical solu-
tions. For convenience, themotifs are grouped into different pan-
els by their size. This way, the sum of all motifs in a panel is equal
to the total number of hyperedges of the corresponding size; for
example, the sum of all motifs in the top row corresponds to the
black line in Figure 6.
Overall, the numerical evolution of motifs undergoes much

higher variance than the evolution of the total number of hyper-
edges, especially in the case of proportional voting. The analyti-
cal solution captures the qualitative behavior of the simulation,
but deviates from the numerical values for some motifs (see, for
example, the size four motifs in proportional voting and rewire-
to-same).
To understand the difference in run time betweenmajority and

proportional voting, it is helpful to plot the density of active hyper-
edges against the magnetization. It is known from graph models

that the trajectories form a parabola-shaped manifold when plot-
ted this way.[16,17,29] Since there are multiple kinds of active hy-
peredges on hypergraphs, we will lump all active hyperedges of
the same size i together,

𝜌i :=
1
N

i−1∑
m=1

[AmBi−m] (26)

The result is shown in Figure 8. For each rule, we start the
simulation at different initial magnetization values, ⟨𝔪0⟩ ∈
{−0.6,−0.3, 0, 0.3, 0.6}, and consider trajectories from 12 differ-
ent realizations for every combination of parameters. One trajec-
tory from every batch is highlighted in a darker color. Note that
the rewiring probability is set to p = 0.1 under majority voting
and to p = 0.7 under proportional voting. The reason for choos-
ing different values of p will become evident once we plot the
phase transition diagram. To briefly foreshadow the results, the
critical value pc is low under majority voting but is very close to

Ann. Phys. (Berlin) 2024, 2300342 2300342 (10 of 15) © 2024 The Authors. Annalen der Physik published by Wiley-VCH GmbH
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Figure 8. The slow manifold plot for all four combinations of rules. Initial conditions start from different magnetization values ⟨𝔪0⟩ ∈
{−0.6,−0.3, 0, 0.3, 0.6}; 12 simulations were performed for every initial magnetization. Under majority voting, the initial bias in magnetization is am-
plified, meaning that the trajectories converge rapidly to the absorbing roots of the parabola. Under proportional voting, the trajectories instead slowly
diffuse on the parabola. The panels in the third column illustrate this behavior qualitatively. Parameters:N = 10 000,M(0) = (12 000, 5000, 250). p = 0.1
for majority voting and p = 0.7 for proportional voting.

one under proportional voting, so we chose values of pwhich best
illustrate the typical shape of the parabola for p < pc.
Let us focus on majority voting simulations first. A parabola-

shaped curve is apparent, but the trajectories behave qualitatively
differently compared to the graph models. Instead of falling ver-
tically in the initial phase, the trajectories start drifting to the left
or the right even before they hit the parabola. This confirms our
analytical result that the initial bias in the distribution of states is
amplified: If a trajectory starts from a negative magnetization, it
is pushed even further toward negative magnetization, and vice
versa. A sketch of the flow in the phase space in the third column
illustrates this behavior.
In contrast, under proportional voting, magnetization is con-

served in the mean-field and only changes due to stochastic
fluctuations. Therefore, the plot looks similar to the results ob-
served on graphs: First, the trajectories fall down until they hit
the parabola, then, they slowly diffuse on the parabola until they
eventually hit one of the roots.
When comparing both rewiring rules, we can observe that the

roots of both rewire-to-same parabolas are fixed at −1 and 1, and
the roots of the rewire-to-random parabolas are located between
−1 and 1. This behavior exactly matches the results on graphs.[29]

Furthermore, the roots lie at the same points for all sizes of hyper-
edges, and only the height of the parabola changes. Therefore, the
ratio between the number of active hyperedges of different sizes
remains approximately constant at all times.
The parabola plot can be used to analyze the fragmenting

phase transition. From the results on graphs, we expect the
parabola to decrease with increasing p and disappear entirely
at the critical point pc. Therefore, we can use the roots of the
parabola, or, in other words, the finalmagnetization of the system
in the absorbing state, as an order parameter of the system.
To measure the final magnetization numerically, we start the

simulation with an initial magnetization of ⟨𝔪0⟩ = 0 and let the
system evolve until it reaches an absorbing state. The absolute
value of the magnetization in this state is measured and aver-
aged over 12 realizations of the simulation for every value of p.
We follow a similar procedure to get the mean-field results. Un-
der majority voting, the magnetization in the absorbing state can
be obtained by simply solving the equations numerically until
they converge to one of the roots. To break the symmetry between
opinions, we start from a slightly positive initial magnetization
𝔪0 = 0.0002. On the other hand, under proportional voting, we
cannot obtain the magnetization directly because the mean-field
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Figure 9. Absolute value of magnetization in the absorbing state of the simulation for different values of p. Under the rewire-to-same rule, magnetization
switches from |𝔪| = 1 to |𝔪| = 0, indicating a first-order phase transition. In contrast, under the rewire-to-random rule, the transition is gradual, which
implies a second-order phase transition. Parameters: N = 10 000,M(0) = (12 000, 5000, 250), ⟨𝔪0⟩ = 0.

trajectories never reach the roots and instead converge to the sta-
ble points on the parabola. Instead, we compute the stable states
of the system for different values of p to sample multiple points
on the slow manifold and fit a centered parabola to all points
that are greater than zero. The result is shown in Figure 9. Both
rewire-to-same models undergo a sharp transition under vari-
ation of p in which the absolute magnetization switches from|𝔪| = 1 to |𝔪| = 0. Therefore, the roots of the parabola are fixed
at±1 for p < pc under the rewire-to-same rule. On the other hand,
under rewire-to-random, we observe a second-order phase tran-
sition with the absolute magnetization slowly decreasing with in-
creasing p. Both results replicate the known behavior on graphs
under the rewire-to-random and rewire-to-same rules.[29] Also,
note that near the phase transition, stochastic fluctuations are
larger, which can be explained by the critical slowing down ef-
fect of the deterministic dynamics as commonly exploited in the
theory of early-warning signs.[43–45]

Furthermore, we observe that the mean-field results over-
estimate the position of the critical point, significantly so in
both rewire-to-same cases. The poor performance of the pair-
approximation closure close to the critical point is a well-known
problem on graphs. It is discussed in detail in ref. [28], where the
authors have shown that themoment closure breaks down on the
moments [A(B)A] and [B(A)B] as one approaches the fragment-

ing phase transition. At this point, the graph becomes highly clus-
tered, such that the assumption of uncorrelated edges underlying
themoment closure no longer holds. In contrast, moments of the
type [B(B)A] are well-approximated by the closure for all values of
p. To investigate whether this correlation can also explain the poor
performance on hypergraphs, we performed a similar analysis
done in ref. [28] and compared the simulated number of second-
order motifs to the number of those motifs predicted by the clo-
sure. To reduce the amount of information, we focus onmotifs of
the form Aa(B)An, Bb(B)An, and AaBb(B)AnBm. Furthermore, we
restrict ourselves to motifs with a single vertex in the intersection
as those with larger intersections are significantly less frequent.
Figure 10 demonstrates the performance of the moment clo-

sure for all four combinations of rules. To compute the ratio, we
evolve the system until tend = 10 and record the number of all
motifs in the hypergraph over time. From this data, we estimate
the number of second-order moments from the first-order ones
using the closure in Equation (21) at all points in time. Then, we
take the ratio between the true and predicted values; those values
are then averaged over time and over 12 different realizations.
The results in Figure 10 strikingly illustrate the differences in

performance between the rewire-to-same and rewire-to-random
rules. Under the rewire-to-same rule, the Aa(B)An-typemotifs are
not well approximated by the closure for large values of p, but this
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Figure 10. Performance of the moment-closure for selected second-order motifs. Note the different scales of the y-axis. Shown is the ratio between the
simulated number of second-order motifs and the estimate calculated using Equation (21) based on the simulated number of first-order motifs. Motifs
of the type Aa(B)Am are poorly approximated by the closure for large values of p under the rewire-to-same rule. Parameters:N = 10 000,M(0) = (12 000,
5000, 250), ⟨𝔪0⟩ = 0.5.

effect is much less pronounced under the rewire-to-random rule
(note the different scales of the y-axes).

3. Discussion

In this work, we generalized the adaptive voter model to hyper-
graphs by introducing four different update rules: majority and
proportional voting rules that govern the spread of opinions and
rewire-to-same and rewire-to-random rules that control the adap-
tation. Furthermore, we derivedmean-field equations in terms of
hypergraph motifs and a corresponding moment closure on the
pair level. The equations can be easily adapted to describe other
similar models by modifying the joining probability 𝜋X(a, b) and
the propagation probability 𝜂X(a, b).
We found that even though the adaptation rules do not con-

serve the number of hyperedges, the topology of the hypergraph
rapidly converges toward a stable distribution of hyperedges,
which is remarkably robust against stochastic fluctuations.
Furthermore, we observed a drastic difference in convergence

times between majority and proportional voting. Under majority
voting, the existing bias in the distribution of opinions is ampli-
fied, which forces the system to converge rapidly to an absorb-
ing state. This finding agrees with previous work on the voter

model on graphs of higher order.[26,27] However, under propor-
tional voting, the dynamics exhibits similar behavior to the mod-
els on graphs,[16,17,29] in that the density of active hyperedges first
converges to a parabola-shapedmanifold, then slowly diffuses on
it. In thismetastable state, active hyperedges are not depleted and
persist for a long time. The ratio between active hyperedges of
different sizes stays approximately constant under our combina-
tion of rules; this stands in contrast with the model in ref. [26]
in which the system eventually runs out of triangles that can be
promoted to 2-simplices.
We also investigated the fragmentation transition for all four

combination of rules, with the absolute magnetization in the ab-
sorbing state as an order parameter. Similarly to the finding on
graphs,[29] our numerical experiments suggest a first-order dis-
continuous phase transition under the rewire-to-same rule and
a second-order continuous phase transition under the rewire-to-
random rule.
The mean-field equations accurately capture the evolution of

the expected number of motifs and correctly predict the existence
of a fragmenting phase transition. However, there is a significant
deviation between the simulated and themean-field critical point
pc under the rewire-to-same rule. As Figure 10 illustrates, this
poor performance is caused by Aa(B)Am-typemotifs (and, by sym-
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metry, Bb(A)Bn), similarly to the situation on graphs.[28] A possi-
ble direction for further research would be to search for a better
closure close to the critical point pc as was done on graphs.

[46]

On the other hand, the closure yields accurate results under
the rewire-to-random rule, with the mean-field equations accu-
rately predicting the critical point pc. This effect also manifests
itself when looking at the evolution of specific motifs (Figure 7),
where the mean-field equations give better results under the
rewire-to-random rule compared to the rewire-to-same rule. One
can speculate that rewiring vertices to random hyperedges re-
duces the correlations between incident hyperedges and thereby
improves the performance of the closure. However, this might
not hold for a different choice of parameters, for example, a dif-
ferent initial distribution of hyperedges M(0) or non-zero ini-
tial magnetization.
There are several possible directions for future research. The

hypergraph setting provides a fertile ground for exploring alter-
native updating rules. In the case of adaptation, one could explore
what happens if vertices preferentially join hyperedges where
their opinion is in the majority instead of selecting a hyperedge
uniformly. Similarly, the probability to select the adaptive vertex
can depend on the degree of the vertex or the number of adja-
cent active hyperedges. In the case of propagation, proportional
voting could also be implemented in such a way that vertices up-
date their opinions independently with the same probability. Fur-
ther research is needed to determine whether those variations
will qualitatively change the results.
Although we derived a system of ODEs for the model, we had

to solve the equations numerically because of the large number
of variables involved. A computer algebra system might help to
deal with the increasing complexity of the equations and provide
analytical expressions for the critical point or the slow manifold.
In particular, a computer algebra systemmight help to rigorously
carry out a center manifold reduction for the moment system to
study the bifurcations/phase transitions analytically. These local
bifurcation results could be complemented by a detailed numer-
ical continuation study in multiple parameters.
From an applied perspective, the predictions of the hypergraph

model should be compared with real-world data before any inter-
pretations can be drawn. In addition to that, research on the voter
model provides many sources of inspiration for how to extend
the hypergraph model to include even more effects observed in
reality. Different options include considering noisy models,[47,48]

allowing more than two opinions,[49,50] adding stubborn zealots
who never change their opinion,[51] or letting an individual
change its opinion only after repeated reinforcement.[52,53]
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